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Introduction

Analysis that will be done here has hundreds or thousands of steps and can be very computing-intensive. To ensure that the program execution reaches its end, the workload was divided into tasks, and tools to recover and continue from interruptions (for whichever reason) have been created. The task model also allows for sharing the workload among several MATLABs running on the same or different computers. 

The analysis timeline contains the following events:

1. Preparation

2. Set up the scenesetup.m file

3. Build the “scene”

4. Run the tasks

5. Generate reports

Protocol

1. Preparation

Create a directory and put your dataset file inside.

2. Set up the scenesetup.m file

>> create_scenesetup

Edit scenesetup.m and go through the configuration options.

3. Build the “scene”

>> menu_build_scene

Enter “1” for option “Create everything”

Enter “0” (or Ctrl+C) to exit the menu

>> menu_run_tasks
Enter “1” for running the tasks

At this point, another MATLAB can be open, and

>> run_tasks can be run directly

Reference
>> menu_build_scene

.

.

.

__Tasks completion________________

 Task status    Count

 --------------------

 completed        359

==================================

  OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO

  OOO Scene building menu for scene "Ketan-Brain" OOO

  OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO

  1 - Build everything
Executes 2, 3, 4 sequence below
  2 - Create .m files only
Saves .m files in current directory:

sosetup_scene.m -- Configuration of database, scene name, dataset, reference class, cross-validation "k", and methods to be executed
irootlab_setup.m -- IRootLab setup file
dataloader_scene.m – Ignore
run_tasks.m – If executed, starts running tasks immediately. Suitable for MCC compilation.
  3 - Create scene in database only

…..

  4 - Create sub-datasets only

…..

  5 - Delete scene from database

……

  6 - Check tasks to create

……

  0 - << (*Cancel*)

>> menu_run_tasks

:VB1:Session name is "delasmina-8147"

__Tasks completion________________

 Task status    Count

 --------------------

 completed        359

==================================

  OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO

  OOO Tasks runner for scene "Ketan-Brain" OOO

  OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO

  1 - Run until all tasks are completed

  2 - Reset ongoing

  3 - Reset failed

  4 - Reset ongoing and failed

  5 - Reset all

  0 - << (*Cancel*)

>> menu_build_reports

__Reports completion______________

Reports directory: reports_0003

Completed: 95/95

==================================

  OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO

  OOO Report building menu for scene "Ketan-Brain" OOO

  OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO

  1 - Run/Continue
…
  2 – Reset
…
  3 - Rebuild list
…
  4 - Choose report types
…
  0 - << (*Cancel*)

  OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO

  OOO Select to switch on/off OOO

  OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO

  1 - ON  Flat comparison table (grouped by classifier and feature extraction)
Comparison and p-values tables; compares performance estimations between several system set-ups.
  2 - off Curves/Images from Model Selection
Shows curves (one tuning parameter) or images (2 tuning parameters) from some tuning optimization (e.g. classifier/(feature extraction) architecture selection)
  3 - off Confusion matrices for each system set-up
Self-explanatory

  4 - ON  Feature histogram
Histogram + (feature rank)x(stability) curve
  5 - ON  Histograms comparison
Histograms and biomarkers comparison using various subsets processors

  6 - ON  Histograms and biomarkers comparison tables
Histograms ane Biomarkers comparison tables - Several set-ups (including stabilizations). Comparisons using histograms, biomarker comparison tables/(heat maps).
  7 - ON  Cross-dataset biomarker comparison tables
Analogous to previous report, but stacking results from several datasets when calculating certain means and standard deviations. Report sources of this kind will only exist if go_merger_merger_fhg was invoked

  8 - ON  General 2D performance comparison table
2D comparison table (Feature extraction x Classifier)
  9 - ON  General flat performance comparion table
Compares performance estimations between several system set-ups – System set-ups ordered by classification rate; showing classification rates, times, and (setup)x(setup) p-values.
  0 - << (*Back*)
>> go_merger_merger_fhg
Scans directory for results MAT files containing a soitem_merge_fhg inside. Assigns these items as inputs for a goer_merger_merger_fhg,

and runs it subsequently to generate a file called "soout_merger_merger_fhg.mat"

Important - If your directory does not have a file named "sosetup_scene.m", you can create one with the following contents:

%> @code 
%> function o = sosetup_scene()

%> o = sosetup();

%> @endcode
TODO TODO TODO
Troubleshooting
Errors building scene

Cross-validation k=10 is bigger than the number of units=5 in dataset!
Means that the dataset does not have enough groups to support 10-fold cross-validation. Open scenesetup.m and make crossval_k = 5, then build everything again.
Task associated with LDC or QDC failed

Such as

The pooled covariance matrix of TRAINING must be positive definite. There are probably too few spectra (180) or too many variables (233)
For LDC to work, the number of spectra need to be >= the number of variables in the dataset. For QDC, this must be true for each class in the dataset (number of spectra in each class need to be >= the number of variables in the dataset). In the example above (got using LDC), the number of variables need to be reduced to at least 180.
Options:

a) Get more data

b) >> edit sosetup_scene
Change the value of nf_resample to a value <= 180
Reset all tasks (this is important, since all tasks need to be re-run with the new configuration). 
Run everything again
MATLAB crashes while generating reports.

There is no much to do to improve the troubled relationship between MATLAB and its Java graphical interface. What I did was to save state to disk to allow to open MATLAB again and continue where report generation had stopped.

Task associated with LASSO failed with message

Attempted to access temp(1); index out of bounds because numel(temp)=0.
This is probably the LASSO algorithm suffering from lack of data. This problem has been experienced with small datasets only. Options:

a) Get more data

b) Remove LASSO from scenesetup.m and rebuild tasks in database (menu_build_scene ( Delete scene from database ( Create tasks in database only)
